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Abstract: This paper is a brief version of the monography [11 . The m-M Calculus
deals with the so-called m-M functions, i.e. functions of the form f : D ~ R

( D = Ia1,bl l x...x Ial/ ,bl/ I, where n > 0 is any integer and ai .bi E R ) subjected to the

following su pposit ion :

For each n-dimensional segment c, =Ia l ,PI ] x. ..x Ian ,[3n lc D a pair of real

numbers, denoted by m(f)(t:. ), M (f) (L\ ), sat isfying the conditions

m(fXc, ) < reX)< M (fXc, )

lim(M(f X ) - m(fX c,») = O
•

diam 6 - . 0

is effectively given.

(for all A c D. X E )
. " 2 1/ 2(where diam ts :(L..CP i - a ) ) )

(0. 1)

(0.2)

•

Such an ordered pair ( m(f ),M (f» of mappings m(f) ,M(f) (both mapping the set of all
c D into R) is called an m -M pair of the function r .We also say that m(f ),M(f)

are generalized minimum and maximum for rrespectively. For instance, with

only few exceptio ns all elementary functions are m-M functions (Lemma 1.2).

The conditions (0 .1) and (0.2) are taken as axioms of the m -M calculus. A
logical analysis of these axioms is given here and, in addition to the other results , a
ser ies of equ ivalences is proved which enable us to express some relationships for m-M
functions by means of the corresponding relationships fot their m-M 'pair s (see (2.2),

(2 .5), (2 .6 ), (2 .7 ;) . There are many various applications of the m-M calculus, such as

• S olving systems of inequalities, systems of equations (Section 1)

• Finding n-dimensional integrals (S ection 1, Example 1.5)
• Solving any problem expressed by a posit ive < formula (Section 2), among others

Problem of constrained optimization (Problem 2.2, Problem 2.3)
Problem of unconstrained optimization (Problem 2.1)
Problems from Interval Mathematics (Problem 2.4)



,
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• Finding [un ctions satisfy ing a given m-M condition (e.g, [unclional condition, or
difference equation, or differential equation . S edion 3).

s it is well known , by the u sual methods of nu mer ical a nalysis , assu ming
certa in convergence conditions , we aproximately determine . step-by-step, one
solu t ion of the given problem . However , applying the met hods uf m-M calcu lu s we
aproximatcly determine all solu t ions of the given problem , a nd we assume a lmost
nothing about the converge nce conditions . The solu t iuns a re , as a rule , suught in a
prescribed n -dimensiuna l segmen t LJ . If the given pro blem , e.g. a system of equations ,
has no solutions in LJ , then applying the method of m-M calcu lus this can be
established a t a ce r ta in finite step fl . The basic methodological idea of the m -M

calcu lus IS :

It b'; Vl'S a su fficien t condition Cotul (.\) which ensu res that a n n-dimensional
•

segme nt \ does not contain a ny olution of the considered problem P . Applying
repeatedly this crite rion , we reject from the original n -seb'1nent LJ those "pieces"
which do not contain solutions, so that in the lim it case the rema ining "pieces"
form the se t of a ll solu t ions uf the problem P (if indeed there is a sulu t ion of P l.

Keywords : T he idea of ru -M cnlcu lu a re related to some techniqu e used in globa l optimization
1:! , ~{,41 and uu erva l mathemat ics 151, hut the t heo ry of ru-M calcu lus has mu ch wider range of
a pphcut mn .

1. HOW '1'0 VIND AN rn -M PAIR Oli' A GIVEN FUNCTION.
APPLICATIONS

•

Let ( D - . R , with LJ =Ia ) .bl l '< •••x Ia" .b" Ie R" , be a given m-M fu nction . As the first
•

fact notice that from axioms (0. 1), (0.2) fo llows that the fu nctio n ( mu st be
continuous. It is easy to see that in orne ense the opposite a ssertion is a lso t rue .

amoly , if ( D - . R is a giv en con t inuous fu nction then one of its m-M pairs may be

defined by

m ( n ( L\ ) = min j'{ X ). M (f)( L\ ) = mux( X ) .
x . \ x , .\

We poin t out tha t this formu la can be effective ly used in case uf fu nctions , monutone
in each of its arguments. For instance, we have the fo llowing assertion

Proposi t ion I. I . If [: Ia I .b, 1-> U is a continuous monotone function then one of

its ui -M pairs is deterrnin eel by the equa lity

m (f) ( \) = (('1 1) , lv! ({ )( \ ) = (([{ ) i( ( is nondecreasing

II/ ( n ( \ ) = ((l{ , ). lv! ( n ( \ ) = ( '1) i( ( is nonin creasing ,

or

Next we list th ' following table in which ( denotes the function defined by the
given expression a nd ( m (n ( \ ).lV! (nc.\ » is a nd m-M pair of r
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Table 1.1

Function I' m ( f')( c.. ) M U XL\ ) Under condit ion

C C C C is a constant
x III f~1I

x I + X:2 IX) + 'X2 r~ 1 + 1~ :2

- x - I~ I - IX •I I
1 / X 1 / I~) 1 / IXI 1 x' 1 . 1~ 1 > 0I

XI . x :2 min(,x, I,x:2 .u ] r~:2' max(Il,U:2 .r x. I I~:2'

IX :2 I~ 1 "x :2 I~2) Il:2 I~ ] .l.l:2 I~:2)

min(x] .x:2 ) min(IXI .lx2) min(/,>] ' /'>2)

max(XI .x2) max(lx) .(2) maxWI • r~ 2 )

,

T R :21u1/··ermt .x )..... x" .+. '.-. 'Ii ' exp.sin .cos.min.max) ( 1. 1)

t he set of all terms built up from the variables x l ..... x '" sim bols of some real

numbers and functional sy m bols +, '.-, :2k+1f , exp,sin ,cos,m in ,max , where h » 0 may

be any natural number. Suppose t hat f is a function defined by some te r m in t he se t
( 1. 1). H ow ca n we de termine an m-M pail' of f ? For instance , how to find a n m-M pail'
of t he real function: x ~ sintx )? In order to achieve t h is we sha ll apply t h is:

Proposition 1.2. Let 1': I(XI . I~ I I~ R be a function for which equa lity

, { (x ) = g (x ) - h (x ) ( x E Ia I .b, Il

holds , where the functions g .h are continuous and nondecreasing. Then an rn-M pail'

( m (f')( ). M (f)( » (wit h L\ = I rx.) .f~11 C lal .b) ]} is determined by these equa lities:

m (f')(L\ ) = g (a l ) - h([~I ) , M (f )( D.) = g ([3 ] ) - h(CJ·I )

By Proposition 1.2 and the equa lity sin(x) = (x + sin(x» - x we have the following result s

m (sin) [a ],0 ] 1= a l +sin(a ])- 0]; M (sin)l a] .f31 1=01 +sinW]) -r~ ]
•

Now we pass to the next basic idea. Namely , su ppose t hat (, g are some given

m-M functions. Ca n we find m-M pairs for composed functions like I' + g, sin( /") ,

maxtI' ,g ) and so on'? The answer is yes , and the following lemma 'spea ks' of it:

Lemma 1.1. Let the functions ( h I " .. .hk :D ~ R and

•

sa t isfy the following equa lity



Proof is om rnitod (see the proof of Lemma 1.3 in 11p. Accord ing to th is lemma a nd

Table 1.1 in t he m -M Ca lcu lus we in troduce the following recursive defini tion :

(** )

•

-
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f'( X) = Gt h; (X) ... ..hk(X » (Cor a ll X E D )

m (/' )(L\ ) = (m G)( m( h ) )(_\). M( h ) )(L\) m (hk )( \).M(h,)( \»
M (/' )( L\) = (M G)( m( h l )(L\). M( h , )(t'J.) m (hk )( L\ ).M (hk )(L\)

m (C )( L\) =C. M ( C )(L\ ) =C. (C is a con s ta nt)

m i x ; )( L\) = (I. ; . M (x ; )(L\) = f\ . (i = l.. ...n )

m t] + g)( L\) = m ( j') (L\ ) m ( g )( L\ ). M (/' + g)( \) = M ( j') ( \) + M (g )( t'J. ).

m e- n et\) = - M ( j') ( t'J. ), M (- n (L\ ) = - m ( j') (L\ ),

m tf': g)( L\) = l1li n(m(/' )( L\ ) + m (g )( L\ ), m (n ( L\ )M (g )( L\ ).

M ({X L\ )m( g XL\ ),M ({X L\)M (gX L\ »
M U .g)( L\) = 11l1lx(m(/' )( L\ ) + m (g )(L\). m ( j') (L\ )M(g)( L\) .

M (rxL\ )m (g XL\ ).M ({ XL\ )M(gX L\ »

m (l1linU .g » ( t'J. ) = l1lin(m({X ~\ ),m ( gX L\ »

M (min({,g )X/\ ) = l1l in(M({X /\ ),M(g )( /\ »

m (mll '((, g )XL\ ) = mHx(m ({X L\ ),m(g )(L\ »

M (mHx({ ,g » (L\ ) = mllx( M ({X L\ ),M (g XL\ »

m ( '21it 1 { X/\ ) = '2 k+1 m U XL\ ) , M ( '2k tl { XL\ ) = '2 /a J M ({X )

m(o.:xpn( \ ) = o.:x p m (j')( V) . M ( o.:x p n ( \ ) = o.:xpiVl(n( L\)

m (sin n (L\ ) = m U )(L\ ) - M U )(L\ ) + sin m U )( L\ )

M (sin { XL\ ) = M U XL\ ) - m({ XL\ ) + sinM U X6 )

m (cOSrX L..\ ) = m U XL\ ) - M U XL\ )+ cosm({XL\)

M (cos{ XM = M ({XL\ ) - mUX L\ ) + COSM({XL\)

An immedia te consequ e nce of t h is lemma is t he following:

A. ::; m (h .)( .\ ).M (h .)( \) < IJ,. (i = L.. ../l )r r ,

Definition 1.1.
•

Lemma 1.2. Le t R" -~ R be a function defined by a ter m f'(x J.....x,, ) belonging to

set 0 .1) , T h is function is an rn-M function . E m ploying Definition 1.1 one of its m -M
pairs ca n be e ffect ively found in a fin it e number of s teps.

In m -M ca lcu lu s we sh a ll frequently be conce rned wi th dividing som e give n
segmen ts of reaIs into ce rtain sm a lle r "pieces". In co n nection with th is we introduce

l vii)

(viii)

l ix )

(ii )

(ii i )

( iv)

(i)

l vi)

ho ld . The n one m -M pair of t he function r is defined by t he equ a lit ies

140

provid ing that a ll m -M pair s of the functions h., .... .hk , G occuring on t he right hand

side of these equ a lit ies are known.

Su ppose a lso t hat for a ll segmen ts \ s 1) t he inequalities

,

(x )

•
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the so-called cell-deco mposition of a given segmen t Ia.b Ie R . Any such decomposition

:D is an infinite set of certa in segments Ia'.b" e Ia.b I. the so-ca lled decomposit ion

cells. where to each cell one of the numbers 0, 1, 2, .. ., the so-called order of the
decomposition , is described. In addition the following conditions a re supposed.

Condition 1.1.

( i) la .bl E:D

(ii) For each \ r E N there exists a fini te number of cells in :D of order r.
The segment [a ,b I is the unique cell of order O.

(iii) The union of all ce lls of order I' is [a ,b I.
(iv) The interiors of two defferent cells of the same order I' are disjoint .
l V) If d (r ) denotes the maximum oflength of all cells of orde r I' the

equality l il11 ,. _>" ,d ( r ) = 0 holds.

A cell-decomposition :D is ca lled a cell-tree if t he following condition is fullfiled:

~vi) For each cell C,. E :D of order r (> 0) there exists a unique cell C,._I E :D

of order I' - 1 such that C,. e C,._I .

One exam ple of ce ll-tree is the so-ca lled dyadic t ree. Its cells of order I' are segments
Ia. r~ lc Ia. b I defined by the equa lit ies of the form

- r -r F
u. = a + h(b - a ) . 2 . r~ = a + h(b - a ) . 2

where h can be any element of the set 1OJ ,... ,2" - 1 }. Notice that by the definition of

ce ll-decomposit ion for each decomposition :D of t he segment [G .b I the following fact

holds:

Proposition 1.3. To each point x E Ia.b I at least one sequence ( C,. (x ) of r-cells'' is

related such that the following condition (VI' E N 'y x E C,. ( x). is satisfied.

Any such sequence is called a cell sequence of x.

Definition 1.2. 10. Let :D [a ,b I be a cell-decom posit ion of the segment [a ,b I e R.

Then the set of all r-cells of t he decomposition is denoted by :Dr Ia.b I·,

Let D =Ia\ .b, I x.. .x [a /1 .b/1 [c; R" be an n-dimensiona l segment and let :D Ia; .b, I be
•

some cell-decompositions of the segments [ai .hil ( i= I, ...,n ) . Then the sets :DrlD ),

:DW) (I' is a fixed element of N ) are introduced respectively by the following equalities:

I N is the set of all nonnegati ve integers 0, 1, 2,...
2 Instead of "cell of orde r r " we say br iefly "r -cell ".

,

,
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Notice that the set (1.1) can be extended to the set

Termi R ,», " .. , X II ,+. ',-. exp.sin .cos.m in .max, 1/, arcsin, In, 'V ) (1.2)

which conta ins new functional symbols: 1/, arcsin , In, 'V ,(Il > LIl E N ) .

Under some conditions one can find an m-M pair for a function ( defined by a term
belonging to set (1.2) (see Definitions: 1.3, 1.4 , 1.5 and Theorem 1.1 in [I I) .

Now we are going to give some formulas for m-M pairs in case of
differentiable fu nctions (and complex regular functions).

Theorem 1.1. Let r:Ia] .b] 1 R be a given function belonging to the class
k · I

C Ia I .bl l where Il is some natural number. Suppose a lso that for any segmen t

. \ = IIX I ·1-1 I I (w ith ~\ c Ia I . b, P

• (1.3)
•

denotes an upper bou nd of the modules of the (Il + 1)-dorivative- of f when X E L\ .
•

Additionally su ppose that the fo llowing condition is sat isfied

. ( (k ol )
(Vf: > 0 ) (3K E R ) (d iam c. < r. =:> B (I I)( L\ ) < K ) (1.4)

•

I U l e ~ \ ~I -ul
t ra t is ( 1.3) is bounded if diam.L\ O. Then , using notations y = 2 , r = 2

m-M pair of the fu nction ( is determined by the following equalities

one

-

(1.5)

k +1

; r B t": "P - (
(1l+ 1)!

;= I

k (i ) I k+ I
( y ) ; P B t":"M U X \ ) = f'( y )+ ~"------_""!' P - ( XL\)

i !' (Il + 1)!

k Ir"( )
mU XL\ ) =( Y)-I y

.I
;= ] l .

Proof is omitted (see 11[).
Definition I.:i. The m-M pair defined by (1 .5) is called Il-Taylor m-M pair of the
fu nction r
It is interesting that the formulas (1.5) can be generalized to the case of real functions
in several va riables (see (1.20) in 11j) and a lso to t he case of complex regular functions.
Namely, let [: D - ) C. D = [a l .b, 1 x [a 2 , b 2 1 be a given complex regular function, Il

some na tu ral number . Further , let

\ [ I, I I f' I U \ +<l ~ + ' ~ \ j ~~
L = (X I ' ' t x (X2 " 2 ' Y = 2 l 2 '

•

3 It su ff ices that x belongs to l h e' interior of L\ only.

•
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Then similarly to (1.5) one k-Taylor m-M pair of the function I f (z)! can be determined
by the following equalit ies

Il

m elf XL\) = f ey ) - I
i= I

M(l X

. It .

h I
i P

P - Bk+ 1
(k+ l)!

h i
i P

P + Bk+1
( k + I )!

(1.6)

where BIl +1denotes an upper bound B(I l ll .d ) I)(L".) su pposing that the condition of

the type (1.4) is satisfied.

Now we are going to state some applications of the notion of m-M function .
•

First, we will show how a given system of inequalities (par ticularly equat ions) can be

solved. So, let D =Ia] .b]] x ... x Ia n .bn [c; R" be given n-dimensional segment and let ,
•

Ij :D ~ Rei = 1.. .. . k) be given m-M functions. In connection with them we consider the

following system of inequalities

f l ( X l . . . .. Xn) > 0 ,... , !k(x ] •...,xn) > 0, (assuming (x1. .... Xn) E D) ( 1.7 )

Denote by S the set of all its solu tions. In order to determine the set S we shall start
with some cell-decomposition J){1) (see Defmition 1.2.). Assume for-a moment that

= I!X I ./31 1 x ... x Ian . /\ ] is any n-dimensional subsegment of D. Generally such a

segment can satisfy just one of the following conditions 4

•

10 ('II i)M( fi)(L".) ~ 0, 20 (3i)M( Ij)(L".) < 0
•

Obviously a segment L". sat isfying condition 20 cannot contain any solution of the
system (1.7). Accordingly, we introduce the following definition .

Definition 1.4. An n-dimensional segment L". c D is feasible in the sense of
system (L 7) if the following condition ('II i)M( fj)( ) > 0 is satisfied.

To th is definition we add the following obvious remark.
•

Remark 1.1. If an n-dimensional segment L". c D contains a solution of system (1.7)
•

than t. must be a feasible segment.

In connect ion with J)(D) for a fixed r E N denote by F,. the union of all feasible

segments belonging to J),- lD ). Then about system l1.7) we have:

•

4 Instead of M U; )( ) ~ O.....M (h )( L". ) > 0 , M (f] )( L".) < 0 or ... or M (fk )( L". ) < 0 we have

written ('II i)M(fi)(L".) ~ 0, (3 i)M( fj)(t.) < 0 respectively.

•
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•

•

Theorem 1.2. The equa lity 8 = n,."NF,. is t rue.

P roof is om itted (see t he proof of Theorem 2.1 in 111 )·

Obviously Theo rem 1.2 suggests a n idea how to solve system 0 .7 ), briefly sa id how to
find F,. step-by-s tep. To im prove such a procedure we ca n define t he set F,. )a s a

su bse t of the set F,.. This idea is used in t he following solving procedure for system

l 1. 7J:

Procedure 1.1. Solving procedure depends on a cell-decom posit ion 1JllJ J. If we

want it to be a ce ll-tree then we can choose it in advance. Otherwise we determine

1J,.llJ) during t he solving procedure. Further, s t ep-by-step we form a sequence ( F,:)

whose each member F,: is the union of some feasible products I~ . E 1Jr llJ ). This

sequence is defined inductively as follows:
10 F~ = D if lJ is feasible , otherwise F~ = O.

20 For any r E N : F,:.) = The union of all products P"'1 E 1Jr+ IllJ ) su ch

t hat P,. . 1 is feasible and P,. _I C F,:.
If 1JllJ) is a ce ll-tree then condition P,..I c F,: is sa t is fied, according to the definition of

a cell-t ree. Otherwise , we shou ld define D,. . )Ia) .b) I,...• D ,.. I I« ,»; I in t he (,. + 1 ) IIr

step so that the condition PI" 1 ~ F,: is sa t isfied.

If for some v E N we have the equa lity ~'I = 0 the n the procedure halt s a nd S is O .

Otherwise . the sets F,: whcn r is getting greater a nd greate r give be t ter and be t ter

approximations of the se t , '.
•

Notice t hat t he sequences ( F,.). ( F,:> may differ but nonetheless the equa lity

n,.. N F,. = nr- N F,: always holds . Besides that t he sequences ( F,:) is monotone . for t he

inclu sions ~; ~ ...~ F,:~ l'~: . I :2. .. are sa t is fied. In gene ra l abou t the nature of the

procedure one may say the following:

Proposition 104. Using the fact that non feasible cells cannot contain any solu t ion
we actually reject st ep-by-s tep variou s solu t ion -free "pieces" of the given domain lJ .

Additiona lly, the non-feasibility criterion is so fin e that every point ( x j . .... x
lI

) E D,

wh ich is not a solu t ion, will be rejected a t some step r , Accordingly if system t1.7) has

no solu t ions t hen at some step " all products P, c F,: will be non-feasible , which

implies the conclusion S = O.

Abou t system 0 .7 ) we a lso add the following. For some products P,. it may

happen that a ll inequalities m((J)( P,. ) > 0.....m (fk )(l~.) _ 0 are sa t is fied. Obviously su ch

products mu st be su bsets of t he se t S. Consequently we have t he following definition .

Definition 1.5. An II -dimensional segm en t L\ c lJ is a solutional
the sense of system t 1.7) if t he condition ('d i) m Uj)(t\) 2: 0 is fulfilled.

segment in
•
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Be 1<11' . till definiuon , the o-called indetermined segments are defined by the

followin g' condition

• ( 1. )

In ut lu- r word s , a egmcn t Jj b mdete r uu ned If and only if \ IS a feasible hut not

d u lu iunul "h'1lll'nt I . IIlg till' nuuon, of so lu t iunal and indeterrnined products the

'JlvllJ~ I'nlcl'durt . I 1 can be profoundly Improved a s follows .

"roc ·d ur

dr, ' union 01

1.2. ' t l' p -by - t ep we form eq ue nces S , ,

'Jlnl' oluuonal , indeteruun -d product I~

L' whose members . U,. r ' I

respectively. Their inductive

•
• II fJ II 1J I a so lu t mnul product . otherwise So (J

fj If f) J. an mdetermuied product , otherwise Uo = 0

For unv r

" 'l' Iu union of all oluuonal product s 1', I

l'lu- u nrun 01 all rndet.oruuned products 1', I

-
,

" I
{ ,

, I

,
,

p
r

f',

I I 101 0111" r \ l' uhuun t h« "qualltY S ,

"qU,dl tv S (J I nul' . 'IInllariv II for unu­

.uu l h, "qudllt \ .' ..... I n u-

{ r, (J then the procedure ha lts a nd till'

{ 7, II tlwn till' procedure halts too

f I III I \\ I I ' I I II fOI «v.uv ,. I,olh 1'I·laliOII. S { r , (J . ( 7 , (J an' fulfilled , till'" ,
{ , w hr -n , 1

"Pl lI " ' 1I 1l d l io n of t lu- I·t S

I I'lIldr lhdl l u- I'ql1l 'nc"
,

• l ' huv« till' Iollowuu; prolH 'l'tlt' , .,

• , ,
,

I
( ,, { ,

, I F', S , { ,, (J 1 )

Ol ill th .. t onl par uu l.u ca ,. 01 I I 71 I wlu-n It I II y: u-rn of l'quatltJll s , lik«

I lJ I I lJ
I

( I !})

III UI II d ' d , !J..tlllltlllll I 1 II ·du el ' to t lu- lulluwuu; " 'a iluln.v-dr -tuut run

J). ·fillitiull !.ft . /I dlllll 'll 1011 •.1 I' '1ll l'Il l fJ I d " '11 11111' I·t III t ill' ea ,. oj

' I II I q II h, ' '' 111 11 lOll

I .1 I I ...d

, 11/ I II .\1 I 1/ , I I u»
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•

Let now f ' D C (dim D = 2) be a given complex function and uppo e th t

at least one effective formula for m(1f Di known ( ee (1.6 ». Then olving the
equation f (z ) =°in z E D may be treated a olving the real equation I{( Z ) I = 0. l O W

the definition of feasible segment .\ e Dreads:

A segment e D is feasible in the sen e of equation I[ t z ) I = °
if the condition m (I ( I )(~) < °holds.

( 1 11 )

An importan t particu lar case i provided when ( is a polynomial function

determined, say, by

,

where QII .. . .. QO are given complex numbers. Then a domain D =I- r.rl x I- r ,rl \ hich

contains all solutions of the equa t ion f ez ) = °can be effective ly fou nd. For exam ple,
by Cauchy's formula for the number r we can take

r =l+ rna.' (I Q,I /I DnlJ
O:..i 11 -1

( 1 12 )

ow, we give some concrete exam ples. We emphasize that generally fi st. r ) will denote
the number of all feasible products of r -cells .

•

Example 1.1. Equation sinx = 1 x . X E 11,201.

Let [a, ~ lc [1, 201 be any segment. Then acco rding t? Definition 1.1. ( ix) for the
function { (x ) =SlJ1 X - 1/ x one m-M pair i defined by

m({lla,PI=a+sin a -~ -l /u., M{ {l I u., ~ I = r~ + in l~ - IL -l r~

By Procedure 1.1 , using the feasibility Defmition 1.6 and dyadic tree , the number
fis( r )of all feasible r-cells step-by-step up to r = 25 is given in the following li t (Its
elements have the form ( tep r , fis( r ) l.

1I,1), (2 ,2) , (3 ,4) , (4 , ), (5 ,15) , (6,16) , (7,16) , ( ,15 ), (9, 16), 00,14 ),

(11 ,14) , (12,16), (13, 16), (14 ,15 ), ( 15 ,15), 1I6,15), 1I7,17 ), (1 ,16 ),
(19 ,15) , (20,15) , (2 1,15) , (22,15) , (23,15), (24 ,15), (25 ,1 5 )

As we see tarring with the step 5 the nu mber of all fea ible cell fi st. r I i about 16.

Consequently, acco rding to Procedure 1.1 , in the e tep we hould te t about 16 2
(i.e. 32 ) cells only. For instance, exactly aid, in the 20th tep there are all together 2:! ()
cells, but we should test only 30 of them. In the tep 25 we obtain the following
numerical result :

The given equation ha 7 solut ion de cribed a follow



All solu t ions lie in the domain [- r ,rl x [- r, rl where r is defined by (1.12). Using
Procedure 1.1 , definition of type (1.11) and dyatic trees, several equations are solved
up to 25t h step. In all of them the coefficients were chosen at random. It is interesting,
that the numbers (is( r), when r > 6 are pretty small. Namely, in the 25t h step this
number is always less then 15. We give concrete numerical results in the case when
coefficients A j' B j are determined as follows

•

147

(j =1,.. ,6)

•

.
X ' +ly '. J J

•

•

.

- 0.793053508 :::; YI <- 0.793053359,
- 0.308 77 2 177 < Y2 <- 0.308772027

- 0.954408497 :5 Y3 <- 0.954408 199

- 0.460661650 < Y4 <- 0.46066 150 1

0.521920323 < Yr. :5 0.521920621
.)

0.786857605 < Y6 < 0.786857754

0.492128873 :5 h :5 0.492128879

1.622191220 < Y8 < 1.622191370

2.77260345 :5 x2 < 2.77260572

9.31724286 < x4 :5 9 .31 724399

15.6439972 < x6 < 15.6439983

B~ = - 0.90620273
I

B6 = 0.109498452

B; = 0.145832495
.)

B4 = 0.862459254
B3 = 0.945879881

B2 = - 0.164039785
BI = 0.618662189
Bo = 0.147878684
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•

~ = - 0.628871968

~ = 0.655487601

A, = 0.794467662
.)

A4 = 0.677786328
A3 = - 0.623235982

~ = 0.552867495
AI = 0.658555102
Av = 0.934256145

1.11415595 :5 xI :5 1.11415821 ;

6.4391157 < x 3 < 6.4391191;

12.6455307 < x5 :5 12.6455341 ;

18.9024819 < x7 :::; 18 .9024853.

- 0.340724289 < XI < - 0.340724140,

- 0.897440463 < x2 :5 - 0 .8974403 14 ,

0 .385927558 :5 x3 <0.3859277070,

1.117326470 < x4 < 1.1173266200,

- 0.3 106503 19 < Xr. :5 - 0 .3 10650 170 ,
.)

- 0.707707405 < x6 <- 0.7077071 07 ,

0.643312931 < x7 < 0.643313080,

0.738826841 < xg < 0.738826990,

where ~,B7 , .. .. Ao,Bo are given real numbers.

Example 1.2. Complex equat ion in z =x + iy

The solut ions x j + iy j U = 1.. ..8) are described as follows

Example 1.3. Complex equat ion in z: eX = z

,

In the domain [-20, 20J x 1-20,201 this equation has 6 solu tions

described as follows
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2.653 19 1109 < xl s 2.653 19228,

2.062276600 :5 x 2 :5 2.06227899,

0.3 18 130250 $ x3 <0.3 18 13264 ,

• •

x4 + IY 4 = x3 - IY 3 '

- 13.94920826 < Y1 <- 13.9492073 1

- 7.588632 15$ Y2 <- 7.58863020

- 1.33723736 < Y3 <- 1.33723497

• • • •

x5 + IY 5 = x 2 - IY 2' x 6 + IY 6 = xI - IY I

'l'he ca lcu lations were do ne up to the 25t h s tep (bisect ion way ). Sta rting wi th t he 6t h

step the nu mber /i :;( r ) is abou t 16. Fo r instance: l i:;(24 ) = 15. l is(25) = 16 .

Example 104. We conside r the system in (x. y.z ) E D c R
3

•

x .
e + X + S ill Y + cosz = P

3 Sill \ ' Z
X +e . - z- e = q

~

sine X - z) + ( x + y ).J - X - Y - z = r ( p ,q ,r are given real numbers )

•
otice that in a ll cases sta ted below again dyadic t rees are used.

Case 1: p = 2.q = O.r = O,D =11,2 Ix l- 2,l lx [-3,21. There is exact ly one solu t ion
(x, J, z ) = (0.0,0) . tarting with the-6t h step the number fi sCr ) was between 40 a nd 50.

In the 24t h step we obta ined t he following resu lt

•

- 0 000015258789 10 s X s 0.0000247955322

- 0 00002479553220 < Y < 00000324249268

- 0 00000762939453 < z < 0.0000 114440918
•

Case 2: p = 2,q = 0.1' = a.D =1-5.5 Ix I1,51. top- by-step the number / i s(r ) is 1, 8 , 21,
:~ 2 , 24 , O. Therefore , we conclude that the system has no solu t ion .

Remark 1,2, This exa m ple illu strates one of the key features of the m-M ca lcu lu s
genera lly:

If some pro blem has no solu t ion in a given domain D then there exists a step
It such that fi s(lt ) =a.

In orde r words , the non-existence of solu t ions ca n be positive ly established a t some
step h.

We poin t ou t that par t 4 . of the Sect ion 2: System of equations, system
of inequalities in III deals with the feasibility problem.

ow we move on to other applications of m-M functions. So, in the ect ion 3,
of III it is sta ted how, u nder some conditions, one can approximately ca lcu late a given
II-dim ens iona l Riemann integral. We take Example 3.1 from 111; here th is is :

•
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Example 1.5. For the integral Z: fIe d ( )xydxdy where Condt .x.y) reads
"Oil X . \'•

O ) 0 2 x + 1 \' ..- 1< X < :... < y $ ' . 2 + e (x + y + 2) > e + e

by using 4-tree we have the following results

Step 1:
Step 2:
Step 3:
Step 4:
Step 5:
Step 6:
Step 7:
Step 8:
Step 9:

0.0000000000000000$ 1 < 0.5625000000000000
0.0278320312500000 < 1 s 0.2424316406250000
0.0950307846069336 $ 1 < 0.1581497192382812
0.1179245151579380 < 1 < 0.1341890022158623
0.1239582093403442< 1 < 0.1281216432544170
0.1255188694198068 < 1 <0.1265613023800256
0.1259090350460332 < 1 < 0.1261702301487544
0.1259090350460332 < 1 < 0.1259090350460332
0.1259090350460332 < 1 < 0.1259090350460332

•

But, what would happen if Condt x. .y ) has no solu tion in x .y '! We emphasize that in
this case such a fact can be established at some step k of the calculating procedure.

Further, in the Section 3 of [11 it is sta ted how, under some conditions, one
can find an m -M pair of function defined by some integral (see (3.9) in [I ll or by some
infinite su m (see (3.11) in 11 1l .In connection with th is fact we state an example (this is
Example 3.2 in 11]):

•

Example 1.6. Let {be a function defined by

as 1
{(x) = L .

I

;=0 x + 2

Concerning the equation { (x ) = c with a < x <b where a. b.c are constants we have

the following results (dyadic tree is used).

Case c = 1.5. a = O. b = 1. In the step 20 we obtain the following double inequality

0.54416 < x < 0.54417

The numbers f is(r ) ( r = 1.2.....20)are in turn

•

1,2,3,3,2,3,2,2,3,2,3,3,2,3,3,2,2,2,3,2,3,2,3

Case c =1.5. a = 0.6. b =1.

Step 1: fi s(l ) =1 ; Step 2: {is(2 ) =1 ; Step 3: fis(3 ) =O.

Conclusion : { (x ) = c has no solu tions.

•

Similarly, concerning the equation { (x ) =x with a < x $ b we have .t he following results

,
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•

•

Case a =O. b = 1. In the third step fis(r ) =0 , so the given equation has no solu t ions.

Case a = O. b = 2. The fisCI' ) (r = 1.2.....20) is 1 or 2. In the step 20 we obtain the

following double inequality 1.19055 < x < 1.190056 .

2. m-M PAIRS OF THE FIRST ORDER <, < FORMULAS.
APPLICATIONS

This is the crucial part of m-M Calcu lus. In the part we u se the notion of the
[irst order <.< [ormulas, Briefly sa idv, these are the formulas built up from some

•
var ia bles, the symbols of real numbers , sym bols of some m-M functions t.s... ., the

relational sym bols <.~ and finally the logical sym bols A .V.--'. V,:3 . For instance ,
•

( Cx ) < gCx .y). Csin(f'Cx)) < gC x) /\ gCy) < ( Cx)) v ( Cy ) < gCx),

( Vx E Ia .b I> ( Cx ) < (Cv). (Vx E [a .b 1>(:3y E Ic.d I> {( x.y) ~ 2

are exa m ples of such formulas. Since the quantifiers V.:3 may occur in su ch formulas ,

we introduce the notions of the free and bound variable . A variable, say u, is fr ee in
some formula ~ if u does not occur in some part of ~ which has a form (Vu)( ... ) or a

form (:3 u)( ... ) where C... ) denotes t he scope of the quantifier. For instance, x ,y are fr ee

variables in t he formula (:3z)g(x.y) < g( x.z), while z is not free in it. A variable u is

bound if it is no t free . So, in the last formula z is a bound variable .

As we know from Section 1 if we want to solve an inequality like
•

(where x E l a .b l> l *1)

the n su pposing that we u se some cell-decom position the basic idea is to u se t he
following implication

Cwhere r = 0.1.2... .) C*2)

Namely, according to C*2 ) we have had the definition of the feasible cell L\: ~\ is

feas ible m(/'X _\) ~ O. Clea r ly, if \ is not feasible then L\ contains no so lu t ion of ( * 1).

But , b esides tha t we also have the following implication

MCf')CC,. Cx )) s 0 =( Cx) s 0 l*3)

which yields the following fact : if for some \ we have the inequality M (f)( L\ ) ~ 0 then

a ny e lement of such a ,\ is a so lu t ion of C* l ), i.e . th is L\ is 'a solutional' cell . Both
implications (*2), C*:3) ca n be wri tten in th is way:

•

M(f')CC,. Cx )) < 0 = rex ) < 0 = mCf')CC,. Cx)) ~ 0 r = 0.1.2... .

,
For dl'lail~ ~ep (4 .1), ( 4 . ~ ) in Ill.

C*4)
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Until now we have used the notation of the m-M pair, which is deeply related
to the ordinary notions of minimum and maximum. Besides that in m-M calculus we
use a more subtle notion ; namely we introduce the so-called m(~ ) and M (q, ) where q,
may be a first order <. < formula. For instance, if ~ is the formula j"( x ) < 0 occuring in

(* 4 ) then the left hand and right hand side in ( *4), i.e. the formulas M (f')(C,. (x » ::; 0

and m (f)(Cr (x») ::; 0 are M(~ ) and m(~ ) respectively. As a matter of fact , in order to

em phasize the number r and the cell C,. ( x ) instead of M (q, ) , m (q, ) we shall use the

following denotations M ,. (q, )(C ,. (x» and m ,. (q, )( C ,. (x )) respectively. Using these

denotations (*4) can be rewritten in the following wayf

•

,. = 0,1,2,... (*5)

,

As we shall in the sequel explain in general we have the following two facts:

First, for any first order <, < formula <\J(x ] ..... x m ) whose all free variables (2 .1)

are among x) .. .. .x m one can effect ively determine its

M,.«xC,. ( x I ) ... .. C,. ( x m ». » , (q,)(Cr ( x ) )... .. Cr ( x m ».
•

Second, like (* 5) the following double implication

M ,. (q, )( C ,. (x] ).. .. .C,. ( x m » =>q,( x ) ... ..x m ) => m ,. (q, )(C ,. ( x) )... .. C,.( x m» (2 .2)

holds.

Notice that fact (2 .1) is contained in Definition 4 .1 from 111. However, this definition is
rather technically complex. Here we shall explain (2 .1) by means of some examples:

(i) Formula ~ (x) is re x ) < g (x ). Then

mr (q, )(Cr (x » : = m (f)(Cr (x )) < M (g)(Cr (x»)

M,. (q, )(Cr (x» : = M (f)(Cr (x» < m (g )(Cr (x »

The double implication of the form (2.2 ), i.e. the implication

M (f')CC ,. Cx » < m Cg)(C,. (x » => ( Cx ) < g (x ) => m (f')(C,. Cx» < M Cg )( C ,. (x »

•

is obviously true. Generally if ~ is a formula of the form P < Q then:
•

m ,. ( q, )( ... ) := m (P )( ... ) < M (Q )( ... ) M,. (q, )C.. .) := M CP )( ... ) < m (Q )( ... )

where the sym bols .. . stand for omitted arguments. The double implication of the form
(2 .2) is true. We remark that in the previous examples the simbol < may be replaced

by <.

6 Instead ~ we wrote ~(x ) to point out that ~ has a free variable x .

•

,

,
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Next, notice that it is not dificult to prove (2.2) (see Theorem 4.1 in II p .

Example 2.1. Determine all points x E Ia.b I at which a given m-M function { :

I(I . b I Ia .b I attains its minimum.

Now, by means of two exa m ples we shall see how one can practically u se
double implications (2.21. In both exa m ples the notion of a positive < - firs t order
formula will appear. Namely, a formula ~ is < - positive if none of the sym bols --' , <
occu rs in cp.

m,. Clp)CC,. CX )) : = mCf")CC,. Cx )) < 0 1\ m (g )(C,. Cx )) < 0
AI,. Ccp)CC,. Cx )) : = M Cf")CC,. (x )) < 0 1\ M Cg )CC,. Cx )) < 0

m ,. C~) . = (tlX E lJ ,. CI a. b I» mt j")(X I < M (s xX )

M,. CIP) : = CtlX E lJ,. tI a .b 1»M(f")tX ) < mtg )(X )

m ,. C~ )C C,. Cz)) : = (VX E lJ ,. Ia.b p (::I Y E lJ ,. Ic.d Jl m.(/")(.X x Y « C;(z)) < 0

M,. (~ ) ( C,. ( z » : = (VX E lJ,. la .b J) (::I Y '= lJ,. lc .d p M (n( X x Y x C,. (z )) < 0

m,. C ~ ) : = (:JX E lJ ,. CI a .b P) m U )(X ) < M (g )(X )

M,. C~ ) : = C::IX E lJ ,. IIa .b P)MU )(X ) < a d g )(X )

lv ) Formula ~ ( z ) is (Vx E Ia .b p(::Iy E Ic.d P{(x.y .z ) < O. Then we have :

m,. C~ )CC,. Cx ) ) : = CtlY E lJ,. l la.b p )mCf") CC,. Cx )) < lvI(g )(Y )

M,. C ~ )( C,. c x ») : = (V Y E lJ ,. CI a .b I»MCf")CC,. Cx ») < mCg )(Y)

•

( iv) Formula ~ (x ) is (Vy E Ia .b P( (x ) < f ey ). Then we have :

where lJ,. CI a.b IJ is the set of all r-cells of the segment Ia.b I. Sim ila rly , if ~ is a

formula (Vx E Ia.b P( (x ) < g( x ) then:

For instance if ~ is a formula re x ) < 0 1\ g (x ) < 0 then:

We remark that in this exam ple the sym bol 1\ may be replaced by v l which is related
to part (iii) in Definition 4.1 I).

(iii) Formula cp is (::I.:x: E la .b P{(x) < g(x). Then (accor ding to part (v) in Definition 4.1)

we have :

(ii) Formula ~ is a conjuction of the form a 1\ ~. Then (according to part (ii) in

Definition 4.1) we have:

•
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m -M solution. First , formula (iv) above cor responds to this problem. According to
l2.2) we have t he following implication:

~ ( x) = (\f Y E D ,. (\ a .b i»m(l)(C,. (x » < M (g )(Y ) l *1)

Next, assu me that we use some cell-decom position and ~\ c D ,. (\ a.b i) is any r-cell (a t

some step r). if ~\ conta ins a point a at which Fattains it s minimum then we ca n
corn prehed D as C,. (a ) . Doing this way by l* 1) we conclude that the sell L\ must sat isfy

the fo llowing condition:

( \f Y E D,. (\ a ,b ]) mU)( L\) < M( gX Y)

Rela ted to th is we introdu ce the notion of a feasible cell :

L\ E D ,. (\ a ,b]) is feasible if and only if ( 'li Y E D ,. (\ a.b i» mUXL\ ) < M (g XY )

Now clearly in order to solve the given problem we can use a procedure which is very ,
sim ila r to Procedure 1.1 and Procedure 1.2. Bu t , obviously the fo llowing qu estion
appears: Can we by using only the sets of feasible cells obta in the set S of a ll solutions
of t he given problem? The answer is yes , because a theorem like Theorem 1.2 holds.
The basic reason is: formula ~ Cx ) is :::; - positive (see (2.6) below).

We also add the following remark. We can optimize the described procedure
by 'dim in ish ing tor loop ( \f Y E D ,. (\ a .b j» ' (see Problem 2. 1 below ).

Example 2.2. is there any function 'I' : Ia .b I~I c.d I sa t isfying the following equa t ion
« X.' I/( X)) = 0 (for allx Ela ,b i) where a, b, G, d are given reals and j": la ,bl xIG,dl ~ R is a

gi ven m-M function '?

m-M solution. Firs t , the following formula (II

(\f x E Ia .b i) (3y E Ic.d ])U(x ,y) < 0 A 0 < FCx ,y ))

cor responds to the given problem. Clearly, the function '1/ exists if and only if the
fo rmula ~ is t r ue. Su ppose tha t we use some cell-decomposition of [a ,b I x Ic.d I. Then

like the exam ple lv) above for formula ~ we have t he following m-M pair:

M,. ( ~ ) : = (VX E D ,. (\a .b j» (:3 Y E D ,. (\ G,d i» MCnCX x Y) < OAO < m (n (X x Y ))

m,. (~ ) : = (VX E D ,. (\ a .b ]) C:3 Y E D ,. Uc.d i» m(/')( X x Y) < 0 A 0 ~ Mcn cX x Y ))

Then the double implica tion (2.2) reads: M ,. (4J) =:> ~ =:> m,. ( ~ ) , where r =OJ,... .

According to th is im plica tion we sta te the following procedure:

Procedure 2.1. Set r: = O.

( i) Ca lcu la te M,. (~ ). if M,. ( ~ ) is t rue t hen go to (iii), else ca lculate m,. (~ ) . if

m , (~ ) is false then go to (ii) else set r : = r +1 and go (i)
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(ii ) Procedure stops and the answer is: t he function ' II does not exist.

(iii) Procedure stops and the answer is: the function ' II exists.

Concerning this procedure there are two cases:

(j ) The procedure stops at some step r ,
W) The procedure never stops.

In the case (j ) we have one of the result (i), (ii).

In the second case, since ~ is a s -posit ive formula the answer is yes (see (2.6 ) below ).
But, in practice in the seco nd case by per fo rming the Procedure 2.1 up to so me 'big'
nuui ber r we ca n 'approximatively' solve the gi ven problem.

W.e also add the following remark:

• lf r is a fixed natural number then we can effective ly
calcu late m r ( ~) and M r ( ~ )

(2.3)

Indeed, let D rlla .blJ = :A1.....A p } , Drll<:.dlJ =ICj .....C'I}, where p , q are some

constants. Then, for instance, for mr (~ )we have the following equality

P 'I
mr (~ ) = /\ v (m (f)( A ; x B j ) <O /\O ::::M(f )(A; x B j ))

1= I J= I

ow suppose that

Prob is a mathematical problem expressed by some first order (2.4)-
<, s -forrn u lae ~(x l ..... X111 ) (m > 0) , whose all free variables

are among'x l .. .. .x 111 • It is assumed that each variable u of ~

has a given cor responding segment.

If m > 0 let (x l . .... x 111 ) E D , where D c R 111 is a given m-segment.

Then , to solve Prob means: find all values of xl .....x 111 such tha t

t he formula ~(xl . .... X111) is sa t isfied.

If In = 0 then, to solve Prob means: establish whether the
formula ~ t rue.

We point out t hat the class of all problems Prob of type (2.4) is very wide. In
mathematics, particularly in numerical analysis, there are many problems of type (2.4),
For instance, Problems 2.1, 2.2, 2.3, 2.4, 2.5 (below in this sect ion) belong to this class.
However, we also emphasize tha t there are a lot of problems of type (2.4) which until
now have not been t reated in mathematics but m-M Calcu lus offers new means to do
th is.

Now we are going briefly to describe how we can solve a problem of type (2.4 ).
First of a ll we shou ld use so me cell-decomposit ion. Namely, let all variables involved
in Ill, free or bound, be UI • . .. • Ut . Denote their segments by l (u; ) (i = 1..... l ) . Suppose that



Having in mind Definit ion 2.1 and double implication (2.2) one can easily conclude the
following double inclusion:

•
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(2.5)

l2.6 )

(2.7)

•

S .B.Presic / A Survey of' the moM Calculus

•

8(~ ) =nr=O.1. S,

otice that equalities (2.6), (2.7) appear in Theorem 4.4 from 111.

where S; is the union of all solutional products P, .F; is the union of all feasible

products Pr , and 8(~ ) is the set of a ll solu t ions of the fo rmu la <p(xl .....xm)lwith

x i E t Lt x, j) . We point out that for each r = OJ .... M r (<p)(XI· ··· .X m). Inr (<p )( X1 ..... X m )

are fini te expressions; consequently we can effectively find sets 8 r , F; (see (2.3».

According to th is fact we can describe a procedure by which we step-by-step calcu late
the sets 8r'~'; in other words in such a way we approximately solve a problem of type

l2.4l. Concerning (2.5) we emphasize that for some formulas the equality

for each of t hem one cell-decomposition D(l(Ui » is chosen (see Definition 1.2 ). We

distinguish two cases: In = 0 and In > O. If In = 0 then according to (2.2 ) we use

Procedure 2.1. If In > 0 then according to (2.2) we introduce the notions of feasible /
solutional n-dimensional segment 6. This definition generally reads lin fact this is
Definit ion 4.2 in [Ill:

Definition 2 .1. Let r E N be a given number and let PI' = X I x...x X m be a Cartesian

product of some r-cells Xi (wit h X i E D r (Lt x ,»).Then :

(i) The product P, is a feasible product in the sense of the fo rmu la

(p( x I .. ·· · x m) if and only if the condition Tnr «p )(X1 .. .. . X m ) is sat isfied.

(ii) The product P; is a solutional product in the sense of the formula

<p(x l· .. .. x m ) if and only if the condition M r «p)(Xj . .... X m ) is satisfied.

can be t rue. Fur instance, th is equality is t rue for positive < formulas. Recall, these are
the formulas which do nut contain symbols < , -t-t , Similarly, if ~ is a positive < formula
(i.e. dues not conta in sym bols <, -, ) then we have the following equality

In the sequel we are going to state severa l problems for which one can use an
equality of the form (2.6) .

Problem 2.1. Let f: D ~ R (D = Ial .b l ] x ... x [a n . bn j) be a given m-M function . We

seek all points (x l ..... x n ) E D at which th is function attains the minimum value, i .e ,

we solve in (x l ... .. X n ) E D the following formula ~(x I ..... X n ) :

,
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{*2)

The formula {*2) is ~ posi tive . so we ca n use equa lity {2.6) . Notice that the
corrr-spunding procedure is simila r to Procedure 1.1 and 1.2.

ccurcling to Defi n itio n 2.1 a product X I x .. x X /I is feasible in the sense of the

formu la (~( x i .... . x /I ) if a nd only the condition

is sa t isfied. This problem addit iona lly has the following particu la r property:

eekiru - t he points a t which the function f a t tains minimum in the {*4)
set U may be replaced by seeking such puints in the set F,. . where r =0,1 ....

•

T his fact ca n be used in the following manner

In the solving procedure we step-by-step replace the initia l domain {*5)
IJ by the sets F) ..... F,. .... respectively .

Su ppose now t hat

Funct ion f has the fir st order partial derivatives t; .... ./;
I n

a nd these derivatives are m-M functions.

{2.8 )
•

Assume we know that funct ion r a t tains its _ minimum a t some point
{ <: ). ' (' /1) E l n teriorl) . Then to the feasibility cr iter ion (* 3) we may add the following

•new requ irements :

111(/; ) X I x .. . x X/I< O~ M (f; ) ( X I x ... x X /I ) where z e L,... .n.
1' 1

which is related to t he fact that the equa lit ies t: = O... .,f' = 0 must be sa t isfied at the
j X l xn

point ((; 1 ..... (;/1) • We point out that such a n property :

A poss ibility to add some new requirements to the general feasibility cr iter ion

is one of th 1 nicest Ca tu ros of m-M ca lcu lus.

Remark 2.1. In m-M Ca lcu lus we usually use 'the ce ll-decom posit ion st ra tegy' . Bu t ,
we ca n use a nother st ra tegy as well. Here we sha ll sta te sketch7 of a procedure LS by
which under some condit ions one ca n find a local minimum 01' a saddle point of the
fu nctio n r from Problem 2.1.

A complete vers ion will he publ i hed sepa ra tely .
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Le t 0 be some positive I' eul number, choosen arbitrarily . If ( x l ..... x" ) [)

then by l\ ( .r) .... . x" . I) we denote t h ' Ca r tes ia n product Ix I - l) ,x l -1-\' Ix... x

Ix" - 0. X" -1-1) I. We su ppose that t. 1) - ) H sa t is fies the cond ition

function r has the second order partial deriva tiv ' S t: r , ... , ( r and t h sse
' 1" 1 '"",,

derivatives are m -M functions in each L\ ( X , ..... x " .O) where ( X I ..... x,, ) E [) .

In t he procedure LS we sha ll u se t h ' following g merul fact :

Let g : Ia - h.a -I- h I H be a function having t he firs t ord ' I' derivative Ii(x)

for eve ry x E (a « h, o h ) , whose modulu s Ig'l x) I is bounded by soIII , positive

consta n t K . If g( a) 0 th rn g(x) > 0 for eve ry x E Ia - 11' .0 -I- 11' I where
h ' = lllin(h .g '(a ) IK )

In procedure LS we u se the following consta n ts, chosen arbitrarily :
•

S - the maximum number of steps in t h ' procedur 'max

Mem E 10,1... .. 11 }- an auxilia ry number.

Procedure LS (pa r t ly described in 'Pasca l s tyle' ) reads :

We sta r t with an initial point ( P j ... .. p ,, ) 1'1'011I U .

,

I , • = L:f, . .,

100:

I
, .
'01' t. :

Fur z : = 1 to II do x i : = Pi ;

Mem : = 0 ;

= 1 to II do
Bogin

If r; ( X I , ...•x., ) > 0 t hen. ,
Begin if x · = a. . then Meni : = Mem + 1 elseI ,

X;: = Xi - lll in(I) , /; ;(Xl ,.. ·,x" ) I M ( I( ,,xj l )( »

End

else r», ,... ,X,, ) < 0 then
I

Bogin if x. =b. then Mem. : = Mem + 1 e lse
. I I

x · : = x . + lll i n(8 , /~ (x l ,.. ·,x ,, ) 1M ( lr; .r 1l (L\)
f I .... r . I ' ,

-
End

else Mem : = Mem + 1

End

If Mem. = /l then write ('l{esult is ', x 1.... ,x ,, )

else if h < .'; then Bogin Il : = Il + 1; go to 100 Endmax

e lse write CApproxim ut iv' result is ', x 1.....x,, )
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It is su pposed that we use the following general equality:

M (ig peL\) = 1I1a:-;( Im(g)( ) I, 1M(g)( L\) P, where g is r; x .
I ' I

•

Problem 2.2. Let gJ I , ....h :DR , where D = Ia l ,bl l x...x Ia " ,b" I be given rn-M

function s . Let A be the set of all points (x 1, ... ,x" ) E D sa t is fying the inequalities

I; (x I , .. .. x ,, ) > O" .. -!i. (x I , .. ..x ,, ) ~ 0 t2.9)

Restricting the function g to the set A we seek the set S of all points (x I , ... , x ,,) E A a t

wich g attains the minimum value ( t h e problem of constrained optimization
under the condition tx I '" .. x " ) E D) .

In ~ther words we seek all points tx I ' " ..x" )E D sa t isfy ing the following conditions
•

( I (x I , x ,, ) > O..... !k (x ) x ,, ) ~ 0

(Vt)' ) , )',, ) E D )I 1'1 (x I , x ,, ) ~ O.. .. ' !'k( x l ..... x " ) > 0

= g (x l· .. ..x ,, ) < g (YI .. ...)',, ) I

(2. 10)

However, t2.10) treated a a conjuct ion of it s parts 1u and 20 is not a < positive
formula , since 2u is logically equ iva lent to this formula

Therefore in order to solve Problem 2.2 we ca n not apply a procedure based on the

equality of type t2.7l. l n connect ion with this obstacle we put the following assumption

lf a t ome poin t t x l, .. ..x" lE D the inequalities

m e sa t is fied then in each neighbourhood (x I" .. .x,, ) of this point

t here is a point l x 10 .. .. ,x"o l E D sa t is fy ing the inequalities

In 111 usin t t h is assum ption the following equ iva le nces

(V)'I )... ( VY" ) I (Vi) Ii (Y I ,.. .. Y" ) ~ 0 = g (x ) ,.. .. x " ) _ g (y I ,.... Y" ) I

is equivalent to the following ~ formula

t*1)

l*2)

( VYI ).. .( VY,,) I(V i )/ ; (YI " .. ,Y,,) > 0 = g (x l " .. ,x,, ) < gtYI ,... .y" .) I

. In t ead or ( Vy) E ICl r b) P. (V i E ( 1,... .h II we wr ite hort ly (VY) . (Vi) re pecti ve ly.
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is proved. Consequent ly, under assumption (* 1) we have the· following definition of
feasible Cartesian products of r-cells:

A Cartesian product XI x ... x X n of r-cells Xi is feasible

if it satisfies the following conditionsf

(i) (V i E 11,.. .,k })M Ui ) (X I x ... x X n ) > 0

(ii) (V Yl E D r (I a l ,bd» .. · (V Yn E Dr (I an ,bn ])

(V i E { I , .. .,k}) m lO (f;) (Y I x ... x Yn » O

=> m (g)(Xl x...x X n ) ::; M (g )(YI x ...xYn )

(2.11)

It is very important that similarly as in Problem 2.1 we can use the idea (* 5) from
Problem 2.1 (where the symbol f is replaced by the symbol g) . Further, under certain
conditions we may add new requirements to the feasibility criterion. So, su ppose that
each of the function fl' .. .-t, .e satisfies a condition of type (2.8) and the function g ,

attains the minimum value at some point, which is an internal point of the set A .
Then to the conditions (2.11) 10, 20 we may add the following equat ions

~ = 0,·· · ,~ = O. Accordingly, the feasibility criter ium shou ld have also these

requirements

8g

ax ·r

Remark 2.2. If we replace (2.9) in Problem 2.2 by the following disjunction

we get a new problem which can be solved in a similar way as Problem 2.2 (su ch a
problem belongs to the disjunctive-optimization problems).

Problem 2.3. We get this problem l! from Problem 2.2 by replacing (2.9) by the

following conditions

•

f l (x I ,... ,x n ) = O,·.. ,fs(x i , .. . ,xn ) = 0

f s+l (x1 .. .. ,xn) > O,:.. ,fk (x i , .. ..xn ) ~ 0 (s ~ 1, It > s)

• •

(2.12)

9 In the formulat ion ofI ii ) the tautology (~ p v q ) <=:> (p~q ) is employed.

J lJ By mistake on t his place in III stands M.

I J This is Problem 5.3 from [1). There are some mistakes in it. For instance in t he formu la (* 2) t he
symbol = should be replaced by the symbol ~. Next, in t he last line of t he condition (5.20) t he
symbol 2: should be twice replaced by t he symbo l >. Also in t he defini t ion (5.22) t he part
(V Y E Solr (D » (MU~+ 1 le Y) > O.....M Clk )(Y ) > 0 => m (g )(X ) < M (g )(Y » should be replaced

by ( V Y E Solr ( D » (m(fs+I )(Y ) > O,... ,m ( h )(Y) > 0 => m (g )(X ) ::; M ( g )(Y» . Fi nally, the

first sentence after (5.21), i.e. t he sentence ;"It is important that t he second part ... " should be

omitted. ~

,



160 S.R. P resic / 1\ Survey 01' the ru-M Calculus

oW the set A is defined as the set of all points (x , ... .. x,, ) E D sa t isfying (2. 12). T his

problem is more com plicated tha n Problem 2.2. We sha ll describe two solving ideas.

The first idea. Denote by Sol; ( D ) the se t of all Y E 1),. ( D ) which have a t least one

solu t ion of the equations I I(x l ." " x,,) = O..... l s(x l ... .. x,, ) = 0 , Suppose that

For each I' > I' ll ( I' U is a consta nt ) we ca n determine the se t Sul,. ( D ) . t"1)

Fu rther , on conditions (2. 12) we pu t the following assumption (like (* 1) in Problem

•

If /l I:i and a t some poin t ( x l .. ... x ,, ) E D the formulas

•

(*2)

a re sa t isfied then in each neighbourhood Nt x , ..... x ,, ) of th is point there is a poin t

( x ,,, , .x " o ) E D sa t isfy ing the formulas

s ing th is assu m ption one ca n prove the following equ ivalence (like (*2) in Problem
2.2).

(V( YI .. ...Y,,) E D)l l i (YI . ·.. .Y,, ) =O..... /~ (Y I ·.. ··Y,, ) = O./~~ 1(Y I Y,, ) > 0.....

li/Y , ..... Y,, ) ;:: 0 => g( x 1· x ,, ) < g( YI ..·· ·Y,, ) I

is equ iva len t to

( V ( y I . . . Y,,) E D ) I (I (Y I ' .. Y" ) = 0... ..[ ; (YI Y,, ) = O. I~ , I (YI . .. .. Y,, ) > 0.....

!k (Y I Y,, ) > 0 => g (x 1..·..x ,, ) < g (YI .. ··Y,, ) 1

Then under the conditions (* 1), (*2) for each
defini tion

U
1' >,. we have the following feasibility

n elemen t X E SuI,. ( D ) is feasible if it sa t isfies the following condition

(V Y E Sul,.(D » ( m(/~ , 1)(Y) > O..... (m (/~J( Y) > 0 => m (g )( X ) :::; M (g )(Y»

(2. 13)

It is not difficult to prove that the set of all solu t ions of Problem 2.3 is equa l to
n,.. N F,. . Also , we ca n use the idea like (*5) in Problem 2. 1.
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However, the main problem is how to determine Sul/D ). In other words how to find a

condition Cond(6) such that the equivalence

A cell 6 has at clast one
solu t ion of the system ~ Cond( )

I i ( X l . . . . . X" ) =0.....I/x] .....X,, ) =0

is t rue. Rou ghly speaking, some "par ts" of Condi ) may be, for instance:
•

(j ) <-\ is "small enough".
(ii) For each of t he functions t,(1 ::;; i < s ) there are two vertices V] .V2 of

such that I;CV, )' I;CV2 ) < o.

The second idea. By this idea Problem 2.3 can be solved approximatively. Namely,
let f: > 0 be a given "small" real number. Replacing (2.12) by the following inequalities

Ii ( XI . .... x ,, ) > -I;. t, ( XI .. .. .x,, ) ::;; f- .... .f~ ( xI x,, ) > -f- . I~ (x] x,, ) < r.

I~ + I ( XI x ,, ) > 0... ..I i/ x] x,, ) > 0

from Problem 2.3 we obtain a problem of type as Problem 2.2.

Problem 2.4. This problem belongs to the Interval Mathematics. Namely,
consider problem of type (2.4) su pposing that in the formula cp some constant s
(;] .c2 .. ··. c/, appear which we do not know exactly . Instead, we are given certain

co nstants L;.R; such tha t L, < ci < R, ( i = 1.2.....h ). So we have the problem

,

Solve ~(x I . .... x
lII

) in xI E lt x, )... ..x" E l (x,, ) where the constants

c, ... ..ck sa t isfy the boundaries L; < c; < R. ( i = 1.2... ..h)

(2.14)

As we sha ll see any such problem can be translated to a problem of type (2.4>' To
prove this, let us fir st conside r problem (2.14) in case when In =O. For instance, such
a problem is sta ted in

•

Example 2.3. Examine t he truth of the formula (Vx E /1 .4, 1.5 1) x
2

> 1.8... where

1.8... is a constant sa tsifying the boundaries 1.8 < 1.8.. .< 1.9
Solution. Obviously th is problem. is 106>1Cally equivalent to the following problem of
type (2.4) with In =0

2
Is t he formula (Vc E [1.8 , 1.9]) (Vx E [1.4, 1.5])x ~ c true or false.

In general a problem:

Is the formula <p( c]..... c/l ) with boundaries L, < ci ::;; R, trueor false

is logically equivalent to the problem

,
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Is the formula (Vel E 1L\ .R\ Il ( Ve" E IL " .R" Illjl (el ... ..e,, ) true 01'

false.

•

Now we shall consider problem (2.14) in case In > O. For instance, such a
problem is encountered in

2Example 2.4. Find x Ell, 21 such that x = c , where c is a constant with these
information 1.69 < e < 1.96 only.
Solution. Obviously t he best information on x is expressed by the inequalities
1.3 :::; x :::; 1.4 . This conclusion can be divided in the following two implications

The first reads:

1"01' all C E11.69, 1.961 the implication x
2

= c. x ElI , 21 => 1.3 :::; x :::; 1.4
is-t ru e.

The econd reads:

If .r , wit h 1.3 < x :::; 1.4 , is any number then for some C EI1.69, 1.961

the conditions x
2

= c, x E [1, 21 are t rue.

otice tha t about (*) we have the following reformulations

(**l

l*)
2

~(VeE I 1. 69, 1.96 1l lx = e. x Ell, 21=> 1.3 < x < I.4 J
2

~ (3e E11.69, 1.96 1l lx = c, x Ell, 2 1) => 1.3 < x < 1.4
(By applying the following logically valid formula

(VeXCL(e) => 0)~ ((3e)CL( e) => P)
provided that c is not a free variable in 0).

On other hand, abou t (** J we have

(* * ) 2
~ (1 .3 So x :::; 1.4 => (3e E 11.69, 1.961l lx = c. x ElI , 21l

ombin ing the obta ined results we have the following equivalence

2
13 s x So 14~ (3e E 11.69 , 1.96 1l x = c, x Ell, 21

'onsequent ly we have the following conclusion. The problem sta ted in Example 2.4 is
logically equ iva lent to the following problem:

Find x El l, 21such that the formula (3e E11.69, 1.96 1) 2
x = e is true.

T he reasoning employed in this example can be transfered to any (2.14) problem with
given boundaries L; s e; s R; . amely:
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Any (2.14) (m > O)problem with given boundaries L; < c; < R; (i =1,... ,k)

is logically equivalen t to the following problem of type (2.4):

Find all values of x ; E l (x; ) ( i = L. .. .ll ) such that the formula

is sa t isfied.

163

.

Example 2.5. Find zE /-7,251 such that the condition (\Ix E 10,4]) ( ::3y E[3,5])
2 2 . isfiedy - x .= Z IS sans Ie .

Solution. The ordinary binary trees are used. The calculations are carried out only
up to step 7. The number of feasible cells is 2 in each step, and Z satisfies:
8.75 < Z < 9.25 .

3. FINDING FUNCTIONS AS SOLUTIONS
OF A GIVEN m-M CONDITIONS

Let q>(x,y) be. a positive < formula , quantifier-free, and whose free variables
are x ,y . Replacing y by a term ( (x ) , where (is a function symbol from the formula
(r( x.y) we obtain

,

q>(x,f( x» (3 .1)

which we shall call "an m-M (fu nctional) condit ion". Let A .B c R be given segments

and [: A ~ B a function satisfying the condition (\Ix E A ) q>(x,f(x » . Then we say that
•

( is a solu t ion of condition (3. 1). In the sequel we are going to describe a procedure by
which one can step-by-step approximatively determine all such functions (if any
exists). We shall use the following denotations

•

*

*

•

X will be a sequence of some subsegments (i.e. cells) of the segment A. By l ( X )

is denoted the number of it s elements.
If P E X then by F ( P l . F] (P) will be denoted some sequences of subsegments

of the segment B ; l (F(P » .l(F) (P» are the numbers of their elements.

We also u se t he following convention:
•

Two segments of the forms Ip ,q I, I" ,8 I are called neighbouring

Ii = p .

if q = ,. or
•

In fact in the procedure we search certain solu tion x E A, Y E B of q>(x, y), having in

mind that y should be a function of x. The procedure reads:

,
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If m «PXA x H)is false the procedure stops and the result is:

(3. 1) has none (-solution.

In the opposite case we take:

le X) = 1. Xl = A .I(F(A » = 1. B is the unique element of F (A ) ;

and go to Oil.
•

(3.2)

(iil In tu rn we ta ke P = X , (l < i < l ( X » and for each of them we do

the following:

•

•

From sequence F ( P ) we form a new sequence FI ( P) consisting of all

elements Q E F (P ) for which the condition m«pXP x Q ) holds. If the

sequence F, ( P) is em pty then the procedure stops and the result is:

(3. 1) has none (-solu t ion.

In the opposite case we first 'make unions of all neighbouring ele­
men ts of the equence FI ( p ) and in su ch a way we obta in a new sequ ­

ence, which we ca ll FI (P ) again I 2.

Afte r P = X /(x ) is being processed we go to (iii ).
•

(iii) In this s tep we have already determined the desired function (approximatively

amely , for any x E A let P c X be a segment containing this x . Then [ t x ;
may be any number which is any e lement uf some e lement uf F) tP >,

If we wan t to contin ue the procedure then we du the fulluwing:

First, for each P = X i ( 1 ~ i < l eX )) we do the following:

We decompose P intu sma lle r subsegments , say PI ... ..~. and temporarily ex­

tend the function F, by the conditions

L >t Xl be the sequence uf all such subsegment for all elements P E X.

ext, in tu r n to each slemen t P E Xl we consider the related sequence

FI ( IJ) and decompose all its elements intu some smaller subsegments, In such

II way from FIUJ ) we obtain II new sequence named F (P ) . We put X = XI

lind go to ( ii),

I~ Por inst ance. if FI (P ) is the sequence /1 .21. 17 81 12 31 16 71 1341 1910lth th F ( [ J).. .. •• ... e n e new J

i t he foll owing equence 11 .41.16 ,81, 19 ,1 01.
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,

(:L4 )

define the seque nce F (1' l w«

(J ( n 1)11 I .

I (J t 11 II is b )

y
. 'I

X• 'I'. p : u

formula , quan tifier. fr ee , whose all fn'p

lullowing tl' I'I 1lS 1'. 1', It respecti vely from

/n " It

(II I . II h'l V('1l I"JSltlV( ' co nst a n t.)

be a ny uf these X I '

/n /n It

(/ .\ t , t . I, I
,

r('slwct lve lv . Le t l ' = X
- I

Lot now (pi x 'z) bl' II po sit ive

vu rra llit'S a n' x y z . Hpplacing y z by the

t lu- Iorru u l» (pi x v z )we obta in

We replace I :~. :j) by the following functional cond ition (p( x .j',( x. y) .y.g( x. y)

All unknown functions have the sa me number uf arguments .

ohv iou sly i not a m ember of the class . olving procedure fur su ch condit ions in some

detai l ' differs from Proc sdu re C~. 2l. For exa m ple to so lve (3.3) we proceed a s follows :

Fur in sta nce , the functional co ndit ions (pl x .j'l x).g( x)). 'I i(X.y. ll l x .y ).I.' ( x .y).m (x .y ))

wher« / g II lr.rn a r e unknown function belong to t h is class . However, t he functional

con d it ion

(fA x ,fh ),y ,g l x ,y) ) ( 3.;~)

with two unknown functions 1'1 g. T hen using a Procedure like C~. 2) we see k those of

It.. olu t ru ns wh ich a r e so lu t ions uf (3.3) tou . amely , su ppose that in som e s te p fur x

a nd V w« have a ll tugcth ' I' th« following su bscgm ni t s

In a imilar way une ca n a pproximatively solve any functional cundit iun like (3.1)

u nder th i I' -st rict iun :

CUll. rder all seq ue nces

w lnch W( ' li n' gU: llg t o 'a ll "a ll Ill · 1 diffo renc« .ond it. io n ". COllcl 'rllillg Ct4 ) t ill' probll'lIl

I

and th sn: any subsegm ent 1(J ,b I is an e lem en t F ( iJ l if lind only if this su bs ' /:,'l Jle n t

!J('lollg t o euc h m ember of the seque nc ' S (*l. If F I /J ) is e m pty seque nco the procedure

top. w ith the .onclu s ion that ( :~. :{J has no so lu t io ns.

Le-t 1/1/ ' b (Wit h (J bl lw, olll('h'lve ll rpdllumbprs . ( ;ivlllg to x and 1',
11l 1l 1d V d Ul ', 1/ 1/ · l'l'h l ll't.: t1 v(' I ~' d r-u -ruun« a fi n iu- , «q u r-n cos (i f Illy r-x ists )

• u .h th l (: ~ 4 ) , sa t I .fied for I'Vl' ry X ( I (J (J I 11-
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tep r , a nd thi r i of ou r choice .
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•
•
•

(p(a + ( 11 - 1 ) 1I. /~'( 1I I)h . /~ +lI h)

(p(a . a '.fa , h )

(p( a + h./~+".fll -u. )

•
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we obtain the set Fa t 211 ; solving the formula

As a mat t ' I' of fact problem (3.5) is logically equiva lent to the following:

sing a procedure like Procedure 1.1 we approximatively solve 1'01'14 (a +h the (3.7)

first formula, i.e . the formula (p( a. a '. /~ + h) ' In such a way we obtain as the

I' ' suit some set Fa." -union uf sume subsegmcnts uf the set B . Next, we gu

to the second formula (p ( a + II . /~ . h.f~ "2.1, ) which We shall solve fur I~ + 211

under the assu mption I~ . 2" E Fa+11 . In other words U' , we need to solve for

(, 2" E B t his formula

(3y E Fa«h )(p( a + II .y . /~ , '!.I, )

The proc sduro reads:

In the sequel we shall describe a procedure by which one can approximatively
determine all such sequences !", under the restriction that I~ . /~ . " ..... /~ + lIh belong to a

given segment B e H .

Solve for I~, " . . / ~" " " E B the system

11 ' 1' .I uny ex rs t •
•

1 1'['1 I I 'u s nu-a ns t 1 I I WI' li se t Ie so lving p rncllloki re lip 10 so me

) S l' l' Prohleu: :l A, Exa mple 2.4 .
110 • I ' I 'p t o n nw t e p r, r I n num W I' 01our c 101c e .

I ' ln filet, they a re cor-respo nd ing Iea aible ce ll s .

ga in we apply a corresponding procedure Ili and for I~ . '21, we determine some

se t I~ 211 -union of S O Ill ' subsegments !? of the se t B . Similarly we proceed with

the remaining formulas (p( a + 2h .(a •2".f~ +3 11 ) , . .. ,lfl{a + ( n - 1)h ./~ + ( " I )II .(a+,, 11 ) .

So, solving the formula

we obtain t he set Fa' :l h ' and so on . Finally, the desired sequence is approximatively

determin d by these conclusions:

- - - - - - - - - - - - - -
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Of course, it can happen that for some i the set F; is empty, when the procedure

should be stopped with the conclusion that the desired sequence does not exist .
•

We point that besides l3.4) one can in a similar way solve various other difference
conditions like ( p( x. t~ . t~ + ". t~ + 2")' and so on.

In this part we sta te a procedure by which one can approximatively solve a
given differential equation. Let

E (x.f(x ).( x )) = 0 l3.8J

be a given differential equat ion having a solu tion [: A ~ B . Denote by C a set with

the property

rex ) E C whenever x E A

Suppose that there exists ("(x ) for x E A , and that the function E (x ,y,z) (with x E A ,

Y E B. z E C ) is differentiable. Additiunally suppose

\

There are positive constants K 1.K2 such that

aE

fur everv x E A , Y E B. Z E C.- -
Then une can immediately prove the following assertion

Ifx and x + li lwith h > 0 ) are any elements of A then the inequality
•

•

holds.

l3.9J

l3.10J

•

From inequality (3.10) one can easily get an idea for solving equat ion (3.8) . Namely,
fir st su ppose E (x ,y,z ) is an m-M function . Then to l3.10) one can assign the

corresponding m-M difference condition , say expressed in this manner l f
•

ra.n:

18 Now, {is used as a sequence-symbol.
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,
(}z

In such a way we obtain an exam ple of the difference condition of type (3.41.
Consequen t ly we can apply a procedure of type 19 (3.7) . Of course , in order to do th is we

8E
have to know the constan ts K 1.K 2 in advance. About K) it su ffices to su ppose that 8z

is an m-M function. To find K z' briefly said, one can besides equa tion (3.8 ) em ploy the

equa t ion
aE iJE aE
- + t: +- f~ = 0

\' .
(~" iJz

At the end we emphasize that by solving difference condition (3.11 J we in fact
approximative ly determine all solu t ions of differential equa t ion l 3.8J with initial
condit ion f'( a) = a ' . Bu t , if solving procedure halts then we conclude that equa t ion
l:3.8J has none such solu tion .

•
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